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ABSTRACT: Monitoring of the driver decreases accidents by reducing the risky behaviors and causes decreases the fuel consumption by preventing aggressive behavior. But this monitoring is costly due to built-in equipment. In this study, we propose a new model to recognize driving behavior by smartphone data without any extra equipment in the vehicles which is an important added value for smartphones. This recognition process is done in this paper based on the continuous wavelet transformation on accelerometer data. Then these patterns are fed to multilayer perceptron neural network to extend the information extracted from the corresponding features. Also the magnetometer sensor is used to detect the maneuvers through the driving period. Results show the accuracy of the proposed system is near 80% for pattern recognition. Driver scale based on a standard questionnaires regarding to driver angry scale (DAS), is also estimated by the proposed multilayer perceptron neural network with 3.7% errors in the average.

1- Introduction

One of the most important causes of road accidents and deaths is inappropriate driving behavior. The statistics show that the cause of more than 70% of suburban accidents and 90% of urban accidents is vehicles’ drivers’ mistakes [1]. Also, about one-third of the human death on roads in the beginning of 2016 was due to the overturning of vehicles that directly related to improper driving behavior [2]. This also highlights the importance of monitoring and evaluating driving behavior. The studies suggest that monitoring the driver behavior and driving accidents’ record can reduce the aggressive and hazardous driving behavior [3], which means a 20% reduction in accidents [4]. Also these behaviors, in addition to increasing accidents, will increase fuel consumption by 40% and reduce passengers’ mental relaxation [5].

Hence, in order to monitor and evaluate the driver’s behavior, some transport companies in commercial vehicles have used tools such as Global Positioning System and camera [6]. Also, some insurance companies have provided incentives for safe driving behaviors by equipping vehicles with evaluating sensors [7].

But the cost of equipment is the main cause for not extending this solution. Equipping vehicles by insurance companies or managing transport fleets would be costly for them. On the other hand, supply of equipment by drivers is not expected due to its high cost. In this case, installation of equipment is only possible in public transport fleets with legal compulsion, which will have certain consequences and dissatisfaction. The repair and maintenance costs of these systems reduced extendibility of these systems.

Today, on the one hand the use of smartphones is increasing. These devices include a set of sensors, such as accelerometers, gyroscopes, magnetometers and positioning tools. The presence of these sensors along with access to a variety of communication and telecommunication networks, as well as having an operating system and processor to run applications, provides a good ground for using this device in a variety of areas, such as transportation. Most importantly, users do not actually buy these devices for in-car surveillance or traffic analysis, but it’s a value-added one. On the other hand, with the help of this tool, the cost of repair and maintenance is not paid by government and semi-government organizations for safety and traffic.

The previous researches show that smartphones can be used to various areas of intelligent transportation systems, such as travel mode detection, accident detection and driving behavior analysis [8-11]. One of these uses is to monitor driving behavior and evaluate it based on the driver’s smartphone.

In Mostly Researches evaluation of driver behavior is calculated based on accelerations which are measured by smartphones accelerometer.

In [12], high acceleration in the vehicle direction and the lateral direction of the vehicle represents the driver’s aggressive behavior. Also, [13] has shown that the drinking driver’s risky behavior is detected by weaving and intensive turns. One of the disadvantages of this research is lack of attention to the difference between lane changes and turns acceleration.
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Generally, a slow turn more than an aggressive or risky lane change can make high acceleration to the vehicle, and hence the driver’s cell phone. 

On the other hand, unlike lane changes, left or right turning is not dependent on driving behavior, but depends on the road map from origin and destination of the trip. While frequent lane changes in direct paths represent a driver’s risk behavior. In [14], taking into account the threshold for the peak obtained from the acceleration of the vehicle’s lateral axis, the vehicle’s sudden lane changes has been detected. The research did not any comparison or evaluation results. In [15], using the proposed algorithm converts the energy obtained from the accelerometer into an alphabetic sequence. Then, the pattern of driving aggressive behaviors, such as sudden left and right turns, was calculated and finally, the similarity of driver’s behavior and aggressive behavior patterns are evaluated. The small set of aggressive patterns is most challenge of this study. Also, the proposed model has been evaluated in low dimensions and very limited samples, although the results had low accuracy. In [16], besides the use of positioning and accelerometer, this research have used the gyroscope and the magnetometer. Magnetometers and accelerometers’ sensors are available on most smartphones, but a limited number of phones are equipped gyroscope sensors. They use Dynamic Time Warping (DTW) algorithm to compare time series and similarity between them.

According to previous researches, the driver’s aggressive and risky behaviors are reflected in the frequency of lane change [17], the intensity of lane change [18] and accelerations and brakes [19].

So, driving risky and aggressive behaviors can be divided into three categories:

- The first category of frequent and unpredicted lane changes is one of the most important causes of sideswipe accidents, in addition this behavior disturb the other drivers focused.
- The second category is the driver’s severe brakes, which in many cases cause chain accident due to lack of timely awareness and ability to control the rear vehicles.
- The third category is the fast acceleration of the vehicle, which increases the speed and reduces vehicle control over the turns, squares and slippery road.

Hence, monitoring these three categories of the driver behaviors will play an important role in reducing risky behaviors and accidents. However, other behaviors includes flashing headlights, sustained horn-honking, preventing other drivers from passing and passing on the road shoulder can indicate aggressive behavior [19]. In this study, we use accelerometers and magnetometers’ sensors to identify the driver risky behavior pattern and determine the driver’s anger score. First, by introducing a magnetometer-based feature, the intervals of the turns are extracted and removed. We then define the feature by applying a continuous wavelet transform on the accelerometer. Based on the defined feature and use of machine learning, we identify the pattern of the driver risky behaviors. In the next section, the architecture of the system, its phases, and the method of computing the features are expressed. In the fourth section, we evaluate the results of the model, and finally, we present the conclusion.

2- The Proposed Model

As shown in Figure 1, after activating the driving behavior detection system, cell phone sensors are stored and analyzed. The system can be activated either by the driver or automatically. The researches [20-23] have made it possible to detect in-car cell phone using low-power sensors. Therefore, automatic system activation is also possible.

The data of accelerometers and magnetometers’ sensors are taken at 2 Hz sampling rate. This sampling rate will reduce battery consumption in storage and processing of data [20]. In the first phase, by introducing a feature on the data, the vehicle turns, including the right, left, U-turn, as well as the intense cell phone jerk, are detected by the use of cell phones. In the second phase, the remaining time intervals after removing noise data and vehicle turns are analyzed in a window.
of 1800 samples. Hence, each window represents the individual’s driving behavior in a straight path for 15 minutes. The result of the second phase is extraction of the feature which defined on the accelerometer. In this phase, also, the average speed of the vehicle is calculated. The average speed can be obtained in a range of 15 minutes from different methods. The easiest way is to use the mobile positioning such as GPS. Unlike accelerometers and magnetometers’ sensors that are continuously active, cell phone location tool require activation by the user. Therefore, other methods such as the use of the cellular antenna positioning and Wi-Fi networks can be used to determine the average speed.

In the third phase, according to the results of the filled-in questionnaire for volunteer drivers, the neural network is trained to detect the pattern of driving behavior and determine anger score of the driver. After training the networks, the system is ready to evaluate driving behavior. Figure 1 shows the architecture of the proposed model.

2- 1- First phase: Removing turns and noise

On the one hand, risky behaviors are evaluated based on the value of acceleration on cell phones in the brakes, acceleration and lane changes; and on the other hand, acceleration to cell phones in slow-moving turns is usually more than weaving or even severe braking. Therefore, the data related to the turns, including U-turn, the left and right turn, should be removed from the acceleration analysis. In addition, the sudden jerks caused by cell phone mobility should also be identified and removed. These impacts bring high acceleration to the device.

In this phase, by introducing a magnetometer-based noise detection feature (NDF), the intervals of sudden turns and jerks in the cell phone are identified and extracted. Most smartphones are equipped with a magnetometer sensor, and the digital compass of the cell phone is also calculated based on the combination of the magnetometer and accelerometer data. The introduced feature on the magnetometer examines the variance of the values of a 5-second interval including 10 registered samples. If the value of this feature exceeds γ threshold, it indicates that the interval had a turn or jerk of the cell phone. The procedure of detecting and eliminating time intervals involving the noise or vehicle turns and extracting a window is shown in Figure 2.

![Fig. 2. The procedure of detecting and eliminating noise and turn intervals.](image)

The Equation 1 introduces this feature:

$$NDF = \sum_{k=x,y,z} \text{var}(m_k(i), m_k(i+1), ..., m_k(i+9)) \geq \gamma$$

$$m_k(i): \text{The value of magnetometer in } i \text{ th sample of } k \text{ axis}$$
To determine the threshold for the feature, optimal thresholding method is utilized based on the minimum error. This method has been applied in image processing to recognize an object region from the background of the image [24]. There are two regions or two sets of data in the proposed feature. Firstly, values of NDF during turns, jerks and sudden movement of cell phone and secondly values of NDF in the brakes, acceleration and lane changes of the vehicle. The threshold is utilized to separate these two sets by determining a boundary between them.

If the distribution function of these sets is determined, as shown in Figure 3, it is possible to separate them. Since according to the law of total probability, for each sample, one can write:

$$P(x) = \sum_{i=1}^{2} P(S_i|x).P(S_i) = P(S1).p_{x1}(x) + P(S2).p_{x2}(x)$$

Where $P(S1)$ and $P(S2)$ are the prior probabilities of $S1$ and $S2$ sets and $p_{x1}(x)$ and $p_{x2}(x)$ are the probabilities of $x$ belonging to $S1$ and $S2$, respectively. If $t$ is considered as a threshold, the probability of error in each set is given by:

$$E_{s1}(t) = \int_{-\infty}^{t} p_{x2}(x)dx, \quad E_{s2}(t) = \int_{t}^{\infty} p_{x1}(x)dx$$

The total probability of false detection that must be minimized is as follows:

$$Min \quad E(x) = P(s2).E_{s1}(x) + P(s1).E_{s2}(x)$$

To minimize (2), the following ordinary differential system should be solved:

$$\frac{dE(t)}{dt} = \frac{d}{dt} \left( P(S2)\int_{-\infty}^{t} p_{x1}(x)dx + P(S1)\int_{t}^{\infty} p_{x1}(x)dx \right) = 0$$

Based on the first fundamental theorem of calculus, we have:

$$P(S1).p_{x1}(t) = P(S2).p_{x2}(t)$$

### Table 1. The obtained value for $\gamma$

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>The proposed method</td>
<td>69</td>
</tr>
<tr>
<td>Neural Network</td>
<td>70</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>70</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>63</td>
</tr>
<tr>
<td>Nearest Neighborhood</td>
<td>70</td>
</tr>
</tbody>
</table>

Fig. 3. Determining optimal threshold base on distribution function

Fig. 4. The effect of acceleration of the vehicle on the accelerometer sensor of the smartphone
Thus, after determining distribution functions of datasets and solving (3), the threshold $t$ can be obtained. As a result of unpredictable probability of sets, the same probability can be usually considered for both $P(S_1)$ and $P(S_2)$. To determine thresholds, Equation (3) is applied based on the mean and the standard deviation values of datasets. Based on this, the sensor data obtained from more than 600 samples. Then, for each set, the best fit distribution function is estimated. The best threshold for NDF is given by the proposed statistical method.

To validate thresholds obtained by statistical method, we applied and compared the accuracy of results. Based on this, an artificial neural network (NN), Decision Tree (DT), Naïve Bayes (NB) and KNN classifiers in MATLAB 2013b are applied for the binary classification of the data of the experiment given in Table 1. Note that the experimental threshold in learning machine techniques is obtained by smoothly increasing the value of the considered feature until the classes are changed. The results show the value 70 is the most suitable threshold for equation (1). Table 1 shows that the obtained value for the threshold is given by the proposed statistical method is confirmed by machine learning methods.

In our study, roads’ bumps can also be effective on the proposed model. Passing bumps have three steps: slow down before bump, pass bump and increase speed after passing bump. Reducing and increasing the speed as well as other risky behaviors can be analyzed in the proposed model. Also, Mohan [10] has shown the acceleration of the vehicle’s perpendicular axis increases when the speed of the vehicle during passing the bump is high. So the value of acceleration in perpendicular axis during passing the bump is also higher for aggressive drivers, and this acceleration difference effect on analyzing driver behavior.

2-2- Second phase: Extracting wavelet feature

After applying the first phase filter and removing data related to the vehicle turn and cell phone jerks, the data derived from the accelerometer sensor will only include the driver’s driving behaviors in straight paths. Two reasons cause changing the vehicle acceleration during a straight path. The first is changing the vehicle speed. Reducing or increasing speed changes acceleration in the vehicle direction. The second is lane changes, which causes acceleration changes in the lateral axis of the vehicle. The aggressive behavior involves sudden and intensive lane changings, acceleration and brake. Given that the cell phone may not be aligned with the vehicle’s direction, so the speed changes or lane changes may affect two or three directions of the vehicle’s accelerometer sensors (See Fig. 4). To solve this problem, some researches have done the reorientation process before their analysis [10]. But the correction process itself is time-consuming and requires additional data. Therefore, in this study, we used L2-norm of acceleration of the three axes according to equation (4).
The value of the accelerometer in three different axes can be expressed as:

\[ a_{L2-norm} = \sqrt{a_x^2 + a_y^2 + a_z^2} \]

where \( a_x, a_y, a_z \) are the values of acceleration in the x, y, and z axes, respectively.

As shown in Fig. 4, if the cell phone is not aligned with the car, the vehicle’s brakes will change the values of the cell phone accelerometer on the three axes. L2-norm of the acceleration of three axes that is the resultant of these changes is equal to the deceleration of the vehicle in a brake.

**Generating Window**. In order to study the driver’s high-risk behavior, it is necessary to evaluate at least 15 minutes of driving. Hence, the analysis will be done on the acceleration 1,800-sample window, which is equivalent to a 2-Hz sampling rate of 15 minutes.

The driver’s behaviors include lane changes or speed changes (braking or acceleration) which is with regard to traffic conditions and has a random nature. Hence, analyzing acceleration signal based on Fourier series which represents frequencies behavior at regular intervals, is not applicable. While the wavelet theory can detect localized phenomena in non-stationary time series. Hence, checking the presence of wavelets in a signal can indicate specific patterns throughout a signal. There are many famous wavelets such as Symlet, Haar and Mexican Hat. A continuous wavelet transformation of a signal such as \( f(t) \) is equal to the following equation. Eq. (6) shows the continuous wavelet transform:

\[
CWT(x, \tau) = \frac{1}{\sqrt{s}} \int_{-\infty}^{\infty} f(t) \psi^*(\frac{t-\tau}{s}) dt
\]

where \( \psi(t) \) is the mother wavelet, \( \psi^* \) denotes the complex conjugate of \( \psi \), \( s (>0) \) is the scale parameter and \( \tau \) is the position parameter. Choosing the mother wavelet function is depended on the problem. We have used Symlet-4 wavelet in this study. Figure 5a shows the mother wavelet of Symlet-4. The coefficients of the continuous wavelet transformation of a window of driving behavior are extracted at this phase. Figure 5b shows an example of the values of these coefficients. As shown, lane changes or speed changes in the vehicle acceleration in continuous transformation coefficients appear as peaks.

**Feature extraction.** The two features of these peaks represent the driver’s risky and aggressive behavior:

- The number of these peaks during a window, which indicates the number of drivers’ lane changes or speed changes. The number of brakes and accelerations of an aggressive driver is higher than the number of brakes and accelerations of a normal driver in the same traffic situation [25]. This is also true of the driver’s lane changes [26].
- The value of the peak indicates the maximum value of acceleration in vehicle brake and acceleration maneuver and the maximum lateral acceleration of the vehicle when during lane change maneuver. Obviously, this value for aggressive
The area under the continuous curve of the values obtained from the coefficients can be a good representation of the sum of the number of peaks and the maximum value of each peak. Accordingly, the integral of the curve of the peaks is considered as the feature of driving behavior. Regarding the discrete values of the coefficients, this integral is estimated as the sum of coefficients values. Eq. (7) shows how to calculate this feature.

\[
\int_{\text{Window}} \text{CWT}_{x}(1, r) \Bigg|_{r=1}^{1800} = \sum_{r=1}^{1800} \text{CWT}_{x}(1, r)
\]

Average speed feature. The value given by equation (7) for each driver may vary under different traffic conditions. Because in traffic congestion the number of brakes and lane changes increase in comparison with non-congestion condition. Hence, traffic volume affecting the values given by Eq. (7). Figure 6 shows the value of the feature for aggressive, semi-aggressive, and safe driving behavior at various speeds. The extraction of the traffic situation is complex at the moment of recording data based on the cell phone. For this reason, in this study, the average speed of the vehicle during a window is considered as representation of traffic condition. The average speed is calculated by simpler methods. All methods that record the position of a vehicle at the beginning and end of the window (including 15 minutes of driver behavior) are capable of calculating the average speed of the vehicle. The first is to use GPS. Although continuous activation of GPS increases battery consumption, it can be detected intervals when the cell phone is inside the car [20]. In these intervals, every 15 minutes, GPS is turned on for a limited time. Also, Wi-Fi based and BTS-based location services that are built-in functions deployed on Android can detect a vehicle’s location with an approximate distance of 100 meters at low battery consumption. This approximation is enough to calculate the average vehicle speed in a 15-minute interval.

2-3- Third phase: Recognition driver behavior
According to the research, driving behavior has a direct relationship with the driver’s personality characteristics. Shakerinia and et al. [27] examined the personality characteristics of risky drivers and show significant relationship between anger

Table 5. Result of the proposed model

<table>
<thead>
<tr>
<th>Driver</th>
<th>DAS</th>
<th>Estimation</th>
<th>Error%</th>
<th>Driver</th>
<th>DAS</th>
<th>Estimation</th>
<th>Error%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>26</td>
<td>28</td>
<td>7</td>
<td>11</td>
<td>42</td>
<td>42</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>27</td>
<td>28</td>
<td>3</td>
<td>12</td>
<td>43</td>
<td>41</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>28</td>
<td>31</td>
<td>10</td>
<td>13</td>
<td>43</td>
<td>45</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>31</td>
<td>31</td>
<td>0</td>
<td>14</td>
<td>45</td>
<td>44</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>34</td>
<td>34</td>
<td>0</td>
<td>15</td>
<td>46</td>
<td>49</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>36</td>
<td>35</td>
<td>2</td>
<td>16</td>
<td>47</td>
<td>48</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>39</td>
<td>39</td>
<td>0</td>
<td>17</td>
<td>50</td>
<td>48</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>39</td>
<td>40</td>
<td>2</td>
<td>18</td>
<td>51</td>
<td>48</td>
<td>6</td>
</tr>
<tr>
<td>9</td>
<td>39</td>
<td>35</td>
<td>10</td>
<td>19</td>
<td>52</td>
<td>48</td>
<td>7</td>
</tr>
<tr>
<td>10</td>
<td>40</td>
<td>42</td>
<td>5</td>
<td>20</td>
<td>53</td>
<td>53</td>
<td>0</td>
</tr>
</tbody>
</table>

Mean Percentage Error: 3.7 %

Table 6. Mean percentage error for different size of window

<table>
<thead>
<tr>
<th>Driver</th>
<th>DAS</th>
<th>Estimated anger scale</th>
<th>840 samples</th>
<th>1800 samples</th>
<th>3600 samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>28</td>
<td>38</td>
<td>31</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>2</td>
<td>27</td>
<td>38</td>
<td>28</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>3</td>
<td>51</td>
<td>45</td>
<td>48</td>
<td>51</td>
<td>51</td>
</tr>
<tr>
<td>4</td>
<td>43</td>
<td>41</td>
<td>41</td>
<td>43</td>
<td>43</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>43</td>
<td>48</td>
<td>49</td>
<td>49</td>
</tr>
<tr>
<td>6</td>
<td>34</td>
<td>36</td>
<td>34</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>7</td>
<td>39</td>
<td>38</td>
<td>39</td>
<td>48</td>
<td>48</td>
</tr>
<tr>
<td>8</td>
<td>26</td>
<td>32</td>
<td>38</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>9</td>
<td>42</td>
<td>43</td>
<td>42</td>
<td>42</td>
<td>42</td>
</tr>
<tr>
<td>10</td>
<td>43</td>
<td>43</td>
<td>45</td>
<td>45</td>
<td>45</td>
</tr>
</tbody>
</table>

MPE: 14 % 7 % 5 %
One of the well-known methods to understand the driver’s aggressive behavior is self-reporting questionnaires. In this questionnaire, different challenge scenarios are illustrate for the driver and his response to each scenario are collected. Several studies have been conducted to develop these questionnaires such as PDAS[31] and DBQ[32]. The most popular questionnaire for detecting the driver’s aggressive behavior is DAS questionnaire [33], which includes 14 questions. In each question, the degree of anger in a scenario is determined by the driver through choosing a number between 1 and 5. Accordingly, the minimum scale of a driver is 14 and the maximum scale is 70. The final scale of a driver is calculated by the sum of the numbers obtained from the questionnaire. A scale of less than and equal to 42 shows safe driving behaviors and a scale of over 51 indicates the driver’s aggressive behavior. According to a study by Kazemini et al. [34], this questionnaire have also been evaluated and validated in Iran. Meanwhile, the questionnaire has been evaluated in different countries with different cultures and has shown DAS questionnaire can represent the driver’s aggressive behavior. Examples of these evaluations are Salman and et al. [35] in Spain; Lee [36] in China and Salman and et al.[37] in Malaysia. Salman points out that the results of this questionnaire are very similar to the results of studies in Western countries such as New Zealand, Spain and the United States. We used the DAS questionnaire to evaluate and train our proposed model. In the following, Multi-Layer Perceptron (MLP) neural networks have been used to estimate the driver behavior patterns and determine the driver’s anger scale.

**Estimating driver’s behavior by neural network.** In this study is the feed forward back propagation MLP neural network has been used for estimating the pattern of driver’s behavior. Tramberg [38] has shown that a three-layer neural network is capable of estimating any function. The structure of the neural network which estimating the pattern of driver’s behavior is shown in Fig. 7. The network inputs include the feature value given by Eq. (7) and the average speed of the vehicle in the window. The middle layer of the network consists of 10 neurons with sigmoid activation function. And, the neural network also includes 3 outputs, which are equivalent to the safe, semi-aggressive and aggressive patterns, respectively. For each input (driver), three values are given by the neural network which indicate the similarity of driver’s behavior to each three patterns. We consider the most similarity as the pattern of the driver’s behavior.

DAS questionnaire is used to train the network. Those drivers with a scale of less than 42 are considered as safe drivers. Those drivers with a scale of more than 51 are labeled as aggressive drivers, and finally those drivers with a scale between 42 and 51 are considered as semi-aggressive drivers. For example, a driver with a scale of 38 is labeled (1, 0, 0) and a driver with a scale of 53 is labeled (0, 0, 1). We consider 70% of the samples to train the network and the rest are considered for generalization and validation of the data.

**Estimating driver anger scale by neural network.** For estimating the anger scale of drivers that given by the questionnaire, another the feed forward back propagation MLP neural network is considered. Unlike the previous neural network, this network has an output and its value is equal to the estimated driver’s scale. The scale number is between 14 and 70. Also, ten neurons are considered in hidden layer the activation function is sigmoid. In order to train the network, the driver’s questionnaire scale is used, the network inputs are proposed feature which introduced in Eq. (7) and the average speed of the vehicle in the window. In this network, 70% of samples are considered for training and the rest are considered for generalization and validation.

The driver behavior neural network recognizes the behavior of the driver in each 15-minute interval, while the driver anger scale neural network estimates the aggressive scale during all driving time based on the average aggressive scales in each 15-minute interval.

### 3- Evaluation Result

In order to evaluate the results, we collect more than 40 hours of driving of 20 different drivers volunteers ride different path at urban streets in Tehran. Nevertheless, Deffenbacher pointed out that the DAS questionnaire could be used in the same way in rural, suburban and urban environments [39]. After applying model and remove noises and turn maneuvers intervals, 60 windows of the driving behavior of 20 drivers are extracted.

Data is collected from different vehicles under different traffic conditions and different smartphones. All vehicles also had sedan cars. Table 2 shows characteristics of drivers’ vehicles and their smartphones. The results of DAS questionnaire can also report in Table 2 as a number between 14 and 70 for each driver.

### 3-1- Estimating risky driver behavior

The pattern recognition neural network estimates the behavior of the driver in a 15-minute time interval. The proposed

<table>
<thead>
<tr>
<th>Car</th>
<th>Manufacture</th>
<th>Estimated scale</th>
<th>Estimated pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rana</td>
<td>Iran Khodro</td>
<td>38</td>
<td>Safe</td>
</tr>
<tr>
<td>405</td>
<td>Iran Khodro</td>
<td>32</td>
<td>Safe</td>
</tr>
<tr>
<td>L90</td>
<td>Saipa</td>
<td>37</td>
<td>Safe</td>
</tr>
</tbody>
</table>
model can notify the output of the neural network to the driver during a trip. Regarding increased fuel consumption in risky and aggressive driving [5], this notification currently is informed by advanced and expensive equipment inside the car. This notification to drivers will reduce the aggressive and risky behavior and causes self-control. The network, which consists of 10 nodes in the hidden layer, categorizes driving behavior into three aggressive, semi-aggressive and safe patterns. In order to train and validate this network, drivers pattern which was identified by DAS questionnaire are considered. We consider 70% of the samples for training, 15% for the test and 15% for generalization. K-fold cross-validation method is also applied to test and train. For this purpose, the data are randomly divided into four distinct parts; three of them are used for network training, and the fourth part is considered as a network test. Table 3 shows the confusion matrix of the results. The last column in the Table 3 represents recall value for each behavior and the last row of the table represents precision value for each behavior. The accuracy of the neural network for training data is 81% and 79% for all samples for detecting the driver behavior patterns. Also, to evaluate other classification techniques, Regression, Decision Tree and Naïve Bayes are applied to samples. As shown in the table 4, the neural network provides better results.

3-2- Determining driver anger scale:
In this section, the neural network-based model is provided to estimate the driver anger scale. This scale is given by DAS self-report questionnaires. The main problem with these questionnaires is their collection and analysis on a large scale. Also, when these questionnaires are considered as criteria for judgment of drivers, they will not be answered in an unbiased manner. The proposed model, by observing the driver behavior on different paths and several trips, can provide an appropriate estimation of the driver’s anger scale.

\[
MPE = 100\% \times \frac{1}{n} \sum_{i=1}^{n} \frac{s_i - p_i}{s_i}
\]  

(8)

\(s_i\): Driver anger scale given by questionnaire for driver \(i\)
\(p_i\): Output of neural network for driver \(i\)

In this model, the neural network is used a three-layer feed forward and back propagation MLP with 10 nodes of the hidden layer which uses sigmoid function for activation function. Unlike the pattern recognition network, the output of this network is a number that is determined the driver’s anger scale. The network training is performed based on the scales given by DAS questionnaire. Also the mean percentage error measure which is defined as following equation is considered to evaluate results (8):

Table 5 shows the percentage error of estimated driver anger scale. According to the results the proposed model can be estimated the anger scale by cell phone sensors, with proper accuracy.

3-3- Sensitivity analysis on window size
In order to study the effect of increasing the size of the time interval of driving behavior, we examined the different size of the window. In above, the window size is considered 1800 samples which are equivalent to 15 minutes of driving behavior. To analyze sensitivity of the proposed model, we examine results of the model when the window size is considered 840 and 3600 samples which is equivalent to 7 and 30 minutes of driving behavior, respectively. Table 6 shows the mean estimation error in three networks. As shown, with increasing the window size, the accuracy of estimation increase. This increase is low for 1800 and 3600 window sizes, but the window size with 840 samples has led to a significant reduction in detection accuracy.

3-4- Sensitivity analysis on different car
All vehicles are examined in this study has sedan cars. Therefore, in order to study the effect of the vehicle on the sensors of the cell phone, the behavior of a specific driver is evaluated on three different vehicles. The anger scale of this driver is 36 given by DAS questionnaire. Table 7 shows the outputs of the models that estimate the driving pattern and driver’s anger scale in these three vehicles. The results show the model estimate safe pattern for the driver in each car which the questionnaire result conforms.

4- Conclusion
Aggressive and risky behaviors are one of the most important factor causes of driving accidents and deaths. One of the most effective ways to reduce these behaviors is to monitor the driver behavior. Hence, many public and commercial transportation fleets install equipment to monitor driving behavior in their vehicles. This monitoring, in addition to indirect reduction and control effect on the driver, can be considered as a criterion for driver rewards and punishments. Expensive built-in equipment is one of the challenges of this monitoring. In this study, we have used the driver’s smartphone to analyze aggressive and risky behavior. Risky behaviors such as intense braking, fast acceleration and sudden and frequent lane changes can detect by the smartphone sensors, particularly the accelerometer. In this study firstly, by introducing a magnetometer-based feature, the vehicle turns including left/right turns and U-turns are discovered. Then, the intervals in which the vehicle passes a straight path are extracted. Then, a feature base on wavelet transformation of L2-norm of acceleration is introduced. According to this feature and the average speed of the vehicle, driver’s behavior are evaluated. We consider two neural networks to recognize the pattern of driver behavior and to estimate driver anger scale. Training
and validating of models are based on DAS questionnaire. The results show that aggressive and risky behavior can be detected in a 15-minute of drivers behavior with near 80% accuracy. Not only the proposed model can detect the aggressive and safe behavior of the driver, but also has been able to provide a good ranking between drivers through estimating driver aggressive scale. This ranking can be used to assess drivers and encourage them to gradually reduce their aggressive behavior. The proposed model estimates the anger scale with a mean error of 3.7%. The results given by the proposed model can inform the driver as a warning to decrease risky behavior. This warning encourage the driver to driver safer and decrease fuel consumption. Also, this scale can be provided a flexible measurement for the use of drivers in public transportation fleets. For example, a company can hire drivers whose scale is less than 36 or less than 30.

The last point that can be considered as a challenge for the proposed model is the effect of the trip purpose on driving behavior. For example, having to hurry on business trips or relaxing on vacations may affect the results of the evaluation. In this regard, one should distinguish between the driver’s trait, which is related to his personality and the driver’s state, with his temporary and momentary state. Psychological research shows a significant relationship between these two concepts. As an example, Hensy has shown that the stress of a driver, which can be the result of being in a hurry or staying in traffic, depend on his trait [40]. This study showed there is this dependency on both heavy and light traffic conditions. Finally, it can be said that without any filling in a questionnaire by drivers, it is possible to extract the anger scale of drivers by using smartphones whilst collecting anger scale of drivers by different questionnaire is not applicable on a wide scale and under conditions where the driver may not answer in unbiased manner. So, insurance companies, taxi fleets’ management, public and commercial transportation can base their data analysis on rewards and punishments for drivers to reduce risky behaviors.
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